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Vectors
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And now for something completely
different...

This and the next lecture will be linear algebra
refreshers.

Today: what is a matrix?

Next lecture: what are eigenvectors/values?
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Vectors
A vector X is an arrow from the origin to a point.

We can make new arrows by:
scaling: aX
addition: X +y
both: ax + By

| X|| is the norm (or length) of X
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Linear Combinations

We can add together a bunch of arrows:

-

y = 0(17((1) + az)*((z) +ora X0

This is a linear combination of X", ..., x("
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Parallel Vectors

Two vectors X and y are parallel if (and only if)
there is a scalar A such that X = Ay.
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Standard Basis Vectors

é) and 8@ are the standard basis vectors in R2.
160) = 162 = 1

A
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Standard Basis Vectors

e(M ... e are the standard basis vectors in RY.
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Decompositions

We can decompose any vector X € R? in terms of
e and &
Write: X = x,€" + x,é

A
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Decompositions

We can decompose any vector X € RY in terms of
e(M g2 gld)

g eeey

Write: X = X, e 4 Xzé(z) . Xdé(d)
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Coordinate Vectors

We often write a vector X as a coordinate vector:

X

% =%

1
X4

Meaning: X = x,&" + x,@ + ..+ x &
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Dot Product

The dot product of i and v is defined as:

a-v=|allvl cos6
where 6 is the angle between & and V.

u-v=0ifandonly if d and v are orthogonal
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Dot Product (Coordinate Form)

In terms of coordinate vectors:

- >T >

U-v=u'v
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Show that v - v = |v]|>.
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Projections

If J is a unit vector, v - i is the “part of v that lies

in the direction of 0"
v-a=|v[ld]l cos6

A
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Projections

Namely, if X = (x,, ..., X;)", then X - &%) = x,.

A

\
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Functions of a Vector

In ML, we often work with functions of a vector:
f:RY > RY,

Example: a prediction function, H(X).

Functions of a vector can return:
anumber: f : R - R’
avector f : R » RY
something else?
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Transformations

A transformation f is a function that takes in a
vector, and returns a vector of the same
dimensionality.

Thatis, f : RY — RC.
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Visualizing Transformations

A transformation is a vector field.
Assigns a vector to each point in space.

Example: f(X) = (3x,, x,)"

A

\
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Example
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Arbitrary Transformations

Arbitrary transformations can be quite complex.
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Arbitrary Transformations

Arbitrary transformations can be quite complex.
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Linear Transformations

Luckily, we often’ work with simpler, linear
transformations.

A transformation f is linear if:

f(ax + By) = af(%) + BF (V)

'Sometimes, just to make the math tractable!
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Implications of Linearity

Suppose f is a linear transformation. Then:

-

F(R) = f(x, €0 + x,&2)
=X f( ) zf(e(z))

l.e., f is totally determined by what it does to the
basis vectors.
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The Complexity of Arbitrary
Transformations

Suppose f is an arbitrary transformation.
| tell you f(éM) = (2,1)" and f(é@) = (-3,0)".
| tell you X = (x,, X,)".

What is f(X)?
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The Simplicity of Linear
Transformations

Suppose f is a linear transformation.
| tell you f(éM) = (2,1)" and f(é@) = (-3,0)".
| tell you X = (x;, X,)".

What is £(X)?
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Suppose f is a linear transformation.

I tell you f(&M) = (2,1)" and F(é@) = (-3,0)".
I tell you X = (3,-4)".

What is f(X)?
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Key Fact

Linear functions are determined entirely by what
they do on the basis vectors.

l.e., to tell you what f does, | only need to tell
you f(éM) and f(e®).

This makes the math easy!
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Example Linear Transformation

F(X) = (%, + 3%y, -3, + 5%,)T
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Another Example Linear

Transformation

(X) = (2%, = Xy, =X, + 3X,)"
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Note

Because of linearity, along any given direction f

changes only in scale.
fa%) = Af (%)

"//'////////,

EEREASN L3
A ey { E
N 7!

Sy 777
AL

30/50



~ N\ \\ 7
NN
NN
S
F - - R
L m. Rt
\\\\m. . )
— N S T
7 /AL TN N




2scC /90

Hachine /Zearm‘n} : Repreawviterhong

Lecture 6 Part 3

Matrices

32/50



Matrices?

| thought this was supposed to be about linear
algebra... Where are the matrices?
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Matrices?

| thought this was supposed to be about linear
algebra... Where are the matrices?

What is a matrix, anyways?
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What is a matrix?
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What is matrix multiplication?



A low-level definition

(Ax)i = Z Al.jxj

n
J=1



A low-level interpretation
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In general...
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What are they, really?
Matrices are sometimes just tables of numbers.

But they often have a deeper meaning.
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A square (n x n) matrix can be interpreted as a
compact representation of a linear transformation

f:R" > R

What's more, if A represents f, then AX = f(X); that
is, multiplying by A is the same as evaluating f.
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Recall: Linear Transformations

A transformation f(X) is a function which takes a
vector as input and returns a vector of the same

dimensionality.

A transformation f is linear if

f(aii + BV) = af(T) + BF (V)

41/50



Recall: Linear Transformations

A key property: to compute f()?), we only need to
know what f does to basis vectors.

Example:

s _ 250 _ 50 - 3
X =3e Le -(_4)

f(ém ) = - + 380
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Matrices

f defined by what it does to basis vectors

-

Place f( )), £(8?), ... into a table as columns

This is the matrix representing? f

F(M) = -6 + 36 = (_31) (-1 2)
2 A ~ 2

(2)y = 2p(1) =
f(e'*)) = 2e'" = (O)

2with respect to the basis é"), &)
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Example



Main Idea

A square (n x n) matrix can be interpreted as a
compact representation of a linear transformation
f:R" > R".
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Matrix Multiplication

Matrix A represents a function f

Matrix multiplication A% evaluates 7 (%)
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Matrix Multiplication

VR (1 52 5(3) — T
X = x,60 + x,62 + x,60) = (x,, x,, X,)
F(X) = x, f(éM) + x,f(eP) + x,f(e¥)
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Example

% =360 - 46@ - (_34) A=
f(8My = -6 + 36
() =2&" N
. AX =
(X) =
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A square (n x n) matrix can be interpreted as a
compact representation of a linear transformation
f : R" - R". Matrix multiplication with a vector X

evaluates f(X).
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Note

All of this works because we assumed f is linear.

If it isn't, evaluating f' isn't so simple.
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Note

All of this works because we assumed f is linear.
If it isn't, evaluating f' isn't so simple.

Linear algebra = simple!
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