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Remember, there is no Canvas: all information is at dsc40a.com.
Please fill out the Welcome Survey if you haven't already.

Look at the office hours schedule here and plan to start regularly attending!

There are now readings linked on the course website for the next few weeks – read
them for supplementary explanations.

They cover the same ideas, but in a different order and with different
examples.
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https://dsc40a.com/
https://docs.google.com/forms/d/e/1FAIpQLSc_tP7EGv4lh6DWlIP9zpi7HQS6Y4wjFtMlFYnqGM1I7ZL38g/viewform
https://dsc40a.com/calendar


Mean squared error.
Minimizing mean squared error.
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Answer at q.dsc40a.com

Remember, you can always ask questions at q.dsc40a.com!
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https://docs.google.com/forms/d/e/1FAIpQLSfEaSAGovXZCk_51_CVI587CcGW1GZH1w4Y50dKDzoLEX3D4w/viewform
https://docs.google.com/forms/d/e/1FAIpQLSfEaSAGovXZCk_51_CVI587CcGW1GZH1w4Y50dKDzoLEX3D4w/viewform


Modeling
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Due to housing costs, you are living in Orange County and commuting to campus every

day.
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Goal: Predict your commute time.
That is, predict how long it'll take to get to school.

How can we do this? Learning from data

What will we need to assume? Future commute times are similar to past commute
times.
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A model is a set of assumptions about how data were generated.
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The constant model
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: "input", "independent variable",
or "feature"

: "response", "dependent
variable", or "target"

We use  to predict .

The th observation is denoted
.
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A hypothesis function, , takes in an  as input and returns a predicted .
Parameters define the relationship between the input and output of a hypothesis
function.

The constant model, , has one parameter: .
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Let's suppose we have just a smaller dataset of just five historical commute times in
minutes.

Given this data, can you come up with a prediction for your future commute time?
How?
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The mean:

The median:

Both of these are familiar summary statistics – they summarize a collection of
numbers with a single number.

But which one is better? Is there a "best" prediction we can make?
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A loss function quantifies how bad a prediction is for a single data point.

If our prediction is close to the actual value, we should have low loss.

If our prediction is far from the actual value, we should have high loss.

A good starting point is error, which is the difference between actual and predicted
values.

Suppose my commute actually takes 80 minutes.

If I predict 75 minutes:
If I predict 72 minutes:

If I predict 100 minutes:
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One loss function is squared loss, , which computes .

Note that for the constant model, , so we can simplify this to:

Squared loss is not the only loss function that exists! Soon, we'll learn about absolute
loss. 16



Consider again our smaller dataset of just five historical commute times in minutes.
Suppose we predict the median, . What is the squared loss of  for each data
point?
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We'd like a single number that describes the quality of our predictions across our entire
dataset. One way to compute this is as the average of the squared losses.

For the median, :

For the mean, :

Which prediction is better? Could there be an even better prediction?
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Another term for average squared loss is mean squared error (MSE).

The mean squared error on our smaller dataset for any prediction  is of the form:

 stands for "risk", as in "empirical risk." We'll see this term again soon.

For example, if we predict , then:

We can pick any  as a prediction, but the smaller  is, the better  is!
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               Suppose  are commute times - which plot could be ?
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https://docs.google.com/forms/d/e/1FAIpQLSfEaSAGovXZCk_51_CVI587CcGW1GZH1w4Y50dKDzoLEX3D4w/viewform


               Which  corresponds to the vertex of ?
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Suppose we collect  commute times, .
The mean squared error of the prediction  is:

Or, using summation notation:
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We want the best prediction, .

The smaller  is, the better  is.

Goal: Find the  that minimizes .
The resulting  will be called .

How do we find ?
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Minimizing mean squared error
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We'd like to minimize:

In order to minimize , we:
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We'd like to minimize:

In order to minimize , we:

1. take its derivative with respect to ,
2. set it equal to 0,

3. solve for the resulting , and

4. perform a second derivative test to ensure we found a minimum.
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Remember from calculus that:

if , then .

This is relevant because  involves the sum of 
individual terms, each of which involve .

Remember from calculus that:
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To take the derivative of , we'll first need to find the derivative of .
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Answer at q.dsc40a.com

Which of the following is ?

A. 0
B. 

C. 

D. 

E. 
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https://docs.google.com/forms/d/e/1FAIpQLSfEaSAGovXZCk_51_CVI587CcGW1GZH1w4Y50dKDzoLEX3D4w/viewform
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We already saw that  is convex,
i.e. that it opens upwards, so the  we
found must be a minimum, not a
maximum.
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The problem we set out to solve was, find the  that minimizes:

The answer is:

The best constant prediction, in terms of mean squared error, is always the mean.

This answer is always unique!

We call  our optimal model parameter, for when we use:
the constant model, , and

the squared loss function, .
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def mean(numbers):
    total = 0
    for number in numbers:
        total = total + number
    return total / len(numbers)

Time complexity 
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Another way of writing

is

 is the solution to an optimization problem.
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We've implicitly introduced a three-step process for finding optimal model parameters
(like ) that we can use for making predictions:

1. Choose a model.

2. Choose a loss function.

3. Minimize average loss to find optimal model parameters.
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Answer at q.dsc40a.com

What questions do you have?
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https://docs.google.com/forms/d/e/1FAIpQLSfEaSAGovXZCk_51_CVI587CcGW1GZH1w4Y50dKDzoLEX3D4w/viewform


We started with the abstract problem:

Given historical commute times, predict your future commute time.

We've turned it into a formal optimization problem:

Find the prediction  that has the smallest mean squared error  on
the data.

Implicitly, we introduced a three-step modeling process that we'll keep revisiting:

i. Choose a model.
ii. Choose a loss function.

iii. Minimize average loss, .

 is an example of empirical risk (average loss) minimizede by the mean. 38


