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How often do you attend office hours?

140 responses

@ | regularly attend at least one of the
instructors' or TA/tutor's office hours.

@ I'm afraid to go to office hours or to ask
for help with the material.

@ | have no interest or need in attending
office hours.

, @ | attend as many office hours as | can.

How helpful are OH in helping you understand/practice
course content?

» Extremely helpful 49

» Helpful 39

Favorite aspect of the course:

* Office hours, they are really good for learning while having fun.

* | think office hours are fun and a good vibe

* The ability to go to office hours for help

* Ooffice hours is where the class grows interesting. | love
attending office hours to do work with the tutors and to
essentially see how everyone thinks about the problems at
hand.

How many lectures a week do you attend in-person?
137 responses
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Qw 48*1+262/3+22*1/3=72

Feedback for staff

| find the staff to be very helpful with their
explanations

They're all really cool people and | enjoy spending
time in office hours with them.

I think the DSC 40A staff have been really helpful so
farin OH



« Law of total probability.

« Bayes theorem.



Remember, you can always ask questions at
g.dsc40a.com!
If the direct link doesn't work, click the "Lecture
Questions" link in the top right corner of dsc40a.com.




e You conduct a survey:
o How did you get to campus today? Walk, bike, or drive?

o Were you late?

T\JMUL K Lade
Late Not Late
Walk 6% 24%
Bike 3% 7%
Drive 36% 24%
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Not Late
Walk 24%
Bike 7%
Drive 24%

What is the probability that a
randomly selected person is late?
A. 24%
B. 30%
C. 45% <—
D. 50%
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Late Not Late
A, Walk 6% | 24%

A(L Bike 3% 7%

,&v% Drive 36% 24%

e Since everyone either walks, bikes, or drives,

P(Late) = P(Late AND Walk) + P(Late AND Bike) + P(Late AND Drive)

PO = £ PROA) +PRNAY
e This is called the Law of Total Probability.



Late Not Late
Walk 24% =507
Bike 3% 7%
Drive 36% 24%
Suppose someone tells you that they walked. /Ppok G,dg, \WU(> %Probgfztmﬁ\;d&)__ 3%:_ o
What is the probability that they were late?
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Late Not Late
Walk 6% 24%
Bike 3% 7%
Drive 36% 24%

e Since everyone either walks, bikes, or drives,
P(Late) = P(Late AND Walk) + P(Late AND Bike) + P(Late AND Drive)
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mulr rule:

P(Late) = P(Late|Walk)*P(Walk) + P(Late|Bike)*P(Bike)
+P(Late|Drive)*P(Drive)




e Asetofevents E,, E,, ..., E, is a partition of S if
o P(EENE)=0forallij <c—A(l palr of everls on Meul ockc
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e [fAisaneventand E,, E,, ..., E, is a partition of S, then
P(A)=P(ANE,)+P(ANE,)+..+P(ANE,)

R
=> P(ANE)
i=1
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e IfAisaneventand E,, E,, ..., E, is a partition of S, then

P(A)=P(ANE,)+P(ANE,)+..+P(ANE,)
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e Written another way;, ot prob =D Cond: prod.

P(A)=P(A|E;)-P(E;)+...+ P(A| E,)- P(E})

k
= Z P(A|E;) - P(E;)
i=1



Late Not Late
Walk 6% 24%
Bike 3% 7%
Drive 36% 24%

Suppose someone is late. What is the probability
that they walked? Choose the best answer.

A. Close to 5%

B. Close to 15%
C. Close to 30%
D. Close to 40%
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e Suppose all you know is &:A ND =)
o P(Late) =45%
o P(Walk) = 30%
o P(Late|Walk) =20%

e Can you still find P(Walk|Late)?

PWallc fLate)  PUdelvald) pwull) 05 02

-—

Plate) Pl i

137,

g)(\u(x(wo\\@ =



Bayes’ Theorem follows from the multiplication rule, or conditional probability.

P(A)* P(B|A) = P(A and B) = P(B) % P(é\B)

Bayes’ Theorem:

P4 — DAIB) = P(B)

P(A)




Bayes’ Theorem follows from the multiplication rule, or conditional probability.

P(A) + P(B|A) = P(A and B) = P(B) % P(A|B)

Bayes’ Theorem: Pk )= )7 EIE) PE:)

P(B|A) = P(A|B) x P(B) :@é(@)@(awﬁ/@v@')
P(A) = not

%D P(A|B) x P(B) _~ B

) « P(A|B) + P(B) « P(A|B) (ces )
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