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learn pattern from
data in the future ↑ data !
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H is used to make

predictions !
--
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change parameters :
change how predictions
are made !

2 .9.
H(0)= 170-110= 60 minutes & 10 am
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where to draw a horizontal

-

where to draw a vertical
-

line for making predictions ? Rina to summarize the
distribution ?



- average
: 80 -drange : 76 .5 - min or max or mode

MI

A - could take the most-median : 85
average of min, max recent value

- could average
-

could drawahistogramathe differences





-- actual commute time

- predicted commute time

error = 80-75=S ideas :

Terror = 50-72 = 8 - absolute value
error = 80-100= - 20

-

square

Issue : some errors are negative,
some are positive !



Note : (yi-h)3 = (h-yi)
-

↳ main pro :differentiable ! *- absolute : not differentiable



(sq(yi , h) =(yi -h)

- (72
-85)= 169 Goal :

-> (90-85) = 25 Find a single number
-> (61 -85)) = 576

that describes the
+ (85-85)" = 0[-> (92-857 = 49

loss for the prediction

h= 5onis
entire



low loss is good !

50 is a batter prediction : it has lower average squared loss.
-

-

-



L : loss for one data point
R : average loss over all

data points



(90-4) is a parabola
centered at h=90

T

L

Want to minimize MSE !



Rsa(h) = ((y1
- n)) + (yn- 2)+ ... + (yn -2)]

total =0

for i in range (1 , n+ 1)
:

Rsq(h) =+ (yi- 2) total += (y(i) -h) x+ 2

-
total = total /n

equivalent



&
using calculus !




