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7 in scope
!

I not in scope for mT
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Nad h=Xi wo + w
,

+ rzD +.
-

Prediction : dot product favor of X with: ↑ X

H(E) = Aug(E) . To no w's inside

can't write
as

Not good not good!
- ~ ~ Aug() . E



2x +w=X
Wot Wi
z

quadratic
in W

ro
+ w ,
D



stuff that can
be

stuff that can't
be
-
* parallelized

parallelized



linear in parameters wo ,I

feature

- X = pie] u (ax
M

X J

*?
Whatme w and I

2x2
-

Solve (TX)
*
= X
+

E = [a]ax
system of 2 equations,

2 variables
"observation

rector

= (x+X)
+ XT y of X

*** invertible by X is full rankt all columns"are linearly independent



#



Goal : Not with

In) D
w ,X

y= woe natural log ,
or log(ab) = log() + log(b)

-

T to log both
sides

log y
= log(woevt) z = lo y B
= log (wo) + log(e4X) bo = log wo

=> wot =e

log y = Log wotwix
W bi W,
z = b+ b , X

linear in the parameters Bi !



wiX

y= woe

new observation

Solve vector

- ↓

xX5
*
= X Z

↑

new parameter
vector







assure no transformations
-

God : Ewi D
y
no wis

inside!

~

lin ~ - 3-

t O & ~ we /sin(x2))
lineou - not lineer

in W, but you
~

? could transform it
-> loge

-

(a)

= Wy+ W ,
X" + WeX ... + wex





-
figuring out the best way to make predictions !

(a)

③ H(E) = wo + w ,X"+ ... wax
augmented

D H(X) =h
,
constant

= -Aug (E) single prediction

② Sur H(X= Not W,X
h= Xi tall predictions

⑤ absolute : lyiHWill & 0-1 loss

⑧ squared loss : (yi - H(xi))2
I

↑ 2
actual predicted & relative squared loss : HW2

empirical risk -> best wo, wi
. not ( -H(xi)-

Ji

Rsg(h)= (yi -hi => h
*
= Mem(y ,25

--- --

2

⑬ programming Q on HWs a Rsg() = Ily-will



noton
e



-

- calculus

-> brute force

-

linear algebra
: spans , projections

us = (XX) Ay



derivative exists

and exists everywhere
-

impossible to some
-

x5- x- 1 = 0

of (= 20-3t-10



out









Lu

derivative utrig
more

-



to
,
+, ..

= guesses for
-

the to that

minimizes f(t)

W

opposite the direction

of the derivative



when of (ti) is small , we take
-

smaller steps since we're

↑
alt

close to the minimum

iteratively
① small :

small steps

Lstep size :
abig : big steps

-
walking opposite to direction of derivative







convexity
~ big
idea




