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1. (8 points) Suppose there is a dataset containing 10,000 integers, 2,500 of them are 3, 2,500 of them are
5, 4,500 of them are 7, and 500 of them are 9.

a) (4 points) Calculate the median of this dataset.

6

b) (4 points) How does the mean of this dataset compared to its median?

The mean is larger than the median

The mean is smaller than the median

The mean and the median are equal

2. (8 points) You and a friend independently perform gradient descent on the same function, but after 200
iterations, you have different results. Which of the following is sufficient on its own to explain the difference
in your results? Select all that apply.

The function is nonconvex.

The function is not differentiable.

You and your friend chose different learning rates.

You and your friend chose the same initial predictions.

None of the above.

3. (10 points) 3. Suppose there is a dataset contains 4 values: -2, -1, 2, 4. You would like to use gradient
descent to minimize the mean square error over this dataset.

a) (2 points) Write down the expression of mean square error and its derivative given this dataset

Rsq(h) =
1
4

∑4
i=1(yi − h)2

dRsq(h)
dh =

1
2

∑4
i=1(h − yi)

b) (4 points) Suppose you choose the initial position to be h0 and the learning rate to be 1
4 . After two

gradient descent steps, h2 = 1
4 . What is the value of h0?

h0 =

Solution: The gradient descent equation is given by:

hi = hi−1 − α
dRsq(hi−1)

dh
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We can plug in α = 1/4, h2 = 1/4, and i = 2, in that case we obtain:

1

4
= h1 − α

dRsq(h1)

dh

= h1 − α
1

2

4∑
i=1

(h1 − yi)

= h1 −
1

8
(h1 + 2 + h1 + 1 + h1 − 2 + h1 − 4)

= h1 −
1

8
(4h1 − 3)

Solving this equation, we obtain that h1 = − 1
4 . We can then repeat this step once more to obtain

h 0:

−1

4
= h0 − α

dRsq(h0)

dh

= h0 −
1

4
(h0 + 2 + h0 + 1 + h0 − 2 + h0 − 4)

= h0 −
1

8
(4h0 − 3)

Solving this equation, we obtain that h0 = − 5
4 .

c) (4 points) Given that we set the tolerance of gradient descent to be 0.1. How many additional steps
beyond h2 do we need to take to reach convergence?

0 1 2 3 4 It will never converge

Solution: The gradient descent equation is given by:

hi = hi−1 − α
dRsq(hi−1)

dh

Now we start from α = 1/4, h2 = 1/4, and i = 2, in that case we obtain:

h3 = h2 − α
dRsq(h2)

dh

= h2 −
1

8
(4h2 − 3)

=
1

4
− 1

8
(1− 3)

=
1

2
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Iteratively, we have:

h4 = h3 − α
dRsq(h3)

dh

= h3 −
1

8
(4h3 − 3)

=
1

2
− 1

8
(2− 3)

=
5

8

h5 = h4 − α
dRsq(h4)

dh

= h3 −
1

8
(4h4 − 3)

=
5

8
− 1

8
(
5

2
− 3)

=
11

16

from h4 to h5, the change is smaller than the tolerance. That means we need additional 2 or 3
steps to reach convergence (depending on if you actually perform h4 to h5, so both 2 and 3 are
considered correct answer.

4. (14 points) Albert collected 400 data points from a radiation detector. Each data point contains 3
feature: feature A, feature B and feature C, along with the true particle energy E. Albert want to design a
linear regression algorithm to predict the energy E of each particle, given one or a combination(s) of feature
A, B, C. As the first step, Albert calculated the correlation coefficients among A, B, C and E. He wrote it
down in the following table, where each cell of the table represents the correlaton of two terms:

Feature A Feature B Feature C Energy E
Feature A 1 -0.99 0.13 0.8
Feature B -0.99 1 0.25 -0.95
Feature C 0.13 0.25 1 0.72
Energy E 0.8 -0.95 0.72 1

a) (4pt) Albert want to start with a simple model: fitting only a single feature to obtain the true energy (i.e.
y = w0 + w1x). Which feature should he choose as x to get the lowest mean square error?

A B C

Solution: B is the correct answer, because it has the highest absolute correlation (0.95), the negative
sign in front of B just means it is negatively correlated to energy and it can be compensated by a
negative sign in the weight.

b) (2pt) Albert want to add another feature into his linear regression in part a) to further boost the model’s
performance. (i.e. y = w0 + w1x + +w2x2) Which feature should he choose as x2 to make additional
improvements?

A B C
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Solution: C is the correct answer, because although A has a higher correlation with energy, it also has
an extremely high correlation with B (-0.99), that means adding A into the fit will not be too much
useful, since it provides almost the same information as B.

Albert further refine his algorithm by fitting a prediction rule of the form:

H(A,B,C) = w0 + w1 ·A · C + w2 ·BC−7

c) (3pt)Given this prediction rule, What are the dimensions of the design matrix X?

400 rows × 3 columns

d) (5pt) Now Albert solve the normal equations and find the solution to be:

w⃗∗ =

w∗
0

w∗
1

w∗
2


To improve on this result, Albert decides to modify his design matrix with the following steps:

1. Add 1 to every entry to the first column

2. Interchange the second and the third column

Let Xa be the modified design matrix. Let w⃗a
∗ = (XT

a Xa)
−1XT

a y⃗. Express the components w⃗a
∗ in terms of

w∗
0 , w

∗
1 , w

∗
2 , which were the components of w⃗∗.

w⃗a
∗ =




Solution:

w⃗∗ =

w∗
0/2
w∗

2

w∗
1
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