
DSC 40A - Homework 7
Due: Wednesday, Dec 3th at 11:59PM

Homeworks are due to Gradescope by 11:59PM on the due date.

Note: Slip days cannot be used for Homework 7! We plan to release
the solutions on Thursday so you have sufficient time to study for
the final exam.

Homework will be evaluated not only on the correctness of your answers, but on your ability to present
your ideas clearly and logically. You should always explain and justify your conclusions, using sound
reasoning. Your goal should be to convince the reader of your assertions. If a question does not require
explanation, it will be explicitly stated.

Homeworks should be written up and turned in by each student individually. You may talk to other
students in the class about the problems and discuss solution strategies, but you should not share any
written communication and you should not check answers with classmates. You can tell someone how to
do a homework problem, but you cannot show them how to do it. Only handwritten solutions will
be accepted (use of tablets is permitted). Do not typeset your homework (using LATEXor any
other software).

For each problem you submit, you should cite your sources by including a list of names of other students
with whom you discussed the problem. Instructors do not need to be cited.

Note: For full credit, make sure to assign pages to questions when you upload your submission
to Gradescope. You will lose points if you don’t!

Problem 1. Reflection and Feedback Form

a) Make sure to fill out this Reflection and Feedback Form, linked here, for two points on this
homework! This form is primarily for your benefit; research shows that reflecting and summarizing
knowledge helps you understand and remember it.

b) Fill out the Student Evaluation of Teaching (SET) for DSC40A. Feedback on the course is very
helpful to us personally and the DSC program in general to understand what is working well in the
course and what changes can be made to improve for the future. Your feedback helps drive the course
development and impacts future students taking the course. This is especially important in a relatively
new program such as ours.

1

https://docs.google.com/forms/d/e/1FAIpQLSc-WPPrUxOnazwWDZKz73s0VDYfq7fYzb37aYx2bc5sh6vOug/viewform?usp=dialog


Problem 2. Schrödi and the Boxes

A cat named Schrödi lives in a house with four identical boxes labeled 1, 2, 3, and 4. Each morning,
Schrödi chooses one box uniformly at random to nap in. If Schrödi chooses to nap in Box 3, he always
meows once.

a) Before you open any box, you wait and do not hear a meow. What is the probability that Schrödi
is currently in box 4?

b) You select a box uniformly at random and open it. The box is empty. You still have not heard
any meow. Now what is the probability that Schrödi is currently in box 4?

c) Suppose you now open two random boxes (without replacement) and find that both are empty.
You still have not heard any meow. What is the probability that Schrödi is in box 4?

d) Suppose instead that you did hear a meow, and then opened one random box and found it
empty. What is the probability that Schrödi is in box 3?
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Problem 3. Independence and Complements

a) Let A and B be two independent events in the sample space S. Show that Ā and B̄ must be
independent of one another. Make sure your proof still works in the special case that one or more of
A, B, Ā, B̄ has probability zero. Hint: It helps to draw a Venn diagram.

b) Let E and F be two events in a sample space S, with 0 < P(F ) < 1. If P(E|F ) =

P(E|F ), must it be true that E and F are independent? Provide a proof of independence, or give a
counterexample by specifying a sample space S and two dependent events E and F that satisfy the
given conditions.

c) Let E and F be two events in a sample space S, with 0 < P(F ) < 1. If P(E|F ) =

P(E|F ), must it be true that E and F are independent? Provide a proof of independence, or give a
counterexample by specifying a sample space S and two dependent events E and F that satisfy the
given conditions.
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Problem 4. Genetic test

Let’s revisit the example we studied in class. 1% of the population have a certain genetic defect.

a) A test has been developed such that 90% of administered tests accurately detect the gene (true
positives). What needs to be the false positive probability so that the probability of a patient having
the genetic defect given a positive result (the posterior) is 90%?

For subproblems (b)-(d), consider the following. A test has been developed such that 1% of administered
tests are positive when the patient doesn’t have the gene (false positives).

b) What needs to be the true positive probability so that the probability of a patient having the
genetic defect given a positive result (the posterior) is 50%?

c) Show that there is no true positive probability such that the probability of a patient having
the genetic defect given a positive result (the posterior) can be 90%. (Hint: remember a probability
p needs to fulfill 0 ≤ p ≤ 1.)

d) What is the highest posterior probability such a test can have? What is the corresponding
true positive probability? (Hint: remember a probability p needs to fulfill 0 ≤ p ≤ 1.)
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Problem 5. Avi’s music

Avi has a very unique music taste. Whenever he listens to a particular song, he would only enjoy it sometimes,
depending on the artist of that song. Avi enjoyed songs by:

• Kendrick Lamar 90% of the time,

• Taylor Swift 75% of the time,

• Drake 45% of the time, and

• J Cole 50% of the time.

a) Avi played a song from one of the above four artists and he really enjoyed the song. You
have no idea which of the four artists he listened to, so assume it was equally likely to be any of them.
You can also assume that Avi only listens to those 4 artists.

Given that Avi enjoyed the song, what’s the probability that it was a song from Kendrick Lamar?
Taylor Swift? Drake? J Cole? Show your work.

b) Avi again listens to a song from one of the above 4 artists and enjoys the song. This time,
instead of assuming that he’s equally likely to listen to all four artists, suppose you know that Avi
listens to:

• Kendrick Lamar 20% of the time,

• Taylor Swift 35% of the time,

• Drake 15% of the time, and

• J Cole 30% of the time.

Given that Avi enjoyed the song, what’s the probability that the song was by Kendrick Lamar? Taylor
Swift? Drake? J Cole? Show your work.

c) Compare your answers to part (a) and part (b) above. Identify which of the four probabilities you
computed increased and which decreased, and explain why this makes sense intuitively.
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Problem 6. Oops, you lost the King of Clubs!

You now have a 51-card deck obtained from a standard 52-card deck by removing the King of Clubs, denoted
K♣. You draw one card at random from this deck.

To visualize the deck, here are the cards organized by suit:

♡ : 2, 3, 4, 5, 6, 7, 8, 9, 10, J,Q,K,A
♢ : 2, 3, 4, 5, 6, 7, 8, 9, 10, J,Q,K,A
♣ : 2, 3, 4, 5, 6, 7, 8, 9, 10, J,Q, , A
♠ : 2, 3, 4, 5, 6, 7, 8, 9, 10, J,Q,K,A

• Let A be the event that the card is a heart.

• Let B be the event that the card is a face card (i.e., J, Q, K).

• Let C be the event that the card is red (i.e., hearts or diamonds).

a) Are A and B independent? Justify your answer.

b) Now suppose you learn that the card is red, i.e., that C occurred. Are A and B independent
given this new information? In other words, are A and B conditionally independent given C? Justify
your answer.
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Problem 7. Comic Characters

In this problem, we’ll work with a dataset of characters from comic books. At first, we look at a limited set
of 25 of the more popular comic characters. You can find this dataset on the last page of this assignment as
well as on Datahub in the same directory as the supplementary Jupyter notebook (linked). Note that, the
data (csv files) used are linked here.

For each character, we have the following information.

a) Use the set of 25 popular characters to make a prediction using Naive Bayes (without
smoothing) for the following character’s alignment:

• “Secret Identity”

• “Male Characters”

• “Living Characters”

• “Marvel”

Your prediction should be “Bad Characters”, “Good Characters”, or “Neutral Characters”, whichever
is most likely according to Naive Bayes. Do this part by hand, and show your work. You can check
your answer using the code you’ll write in part (b).

b) In the supplementary Jupyter notebook (linked), we’ve provided not only the dataset of 25
popular characters, but also a much larger dataset of over ten thousand comic characters. For this
part, you will be implementing a Naive Bayes classifier (without smoothing) to predict the alignment
of any character based on their features (ID, SEX, ALIVE, COMPANY), using the larger dataset.

Complete the function predict align, which takes in a DataFrame of comic characters and the
features of one particular character, and returns the predicted alignment for that character according
to Naive Bayes without smoothing, using the input DataFrame of characters.

Your function should return a string, either “Bad Characters”, “Good Characters”, or “Neutral Char-
acters”.

Using your code, predict the alignment of Spiderman. You do not need to submit your code.

c) Use your predict align function to predict the alignment for the same character as you
did in part (a), this time using the larger dataset of comic characters. As a reminder, the features
were

• “Secret Identity”

• “Male Characters”

• “Living Characters”

• “Marvel”
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https://drive.google.com/file/d/1kb3vepUOp8hJ6sgNVQ9-PazJBoqX8_Bk/view?usp=sharing
https://drive.google.com/file/d/1m64L05B29Tp8Sg5g3R0K7zF5HyBKrvm9/view?usp=sharing
https://drive.google.com/file/d/1kb3vepUOp8hJ6sgNVQ9-PazJBoqX8_Bk/view?usp=sharing


You should get a different prediction than you got in part (a), when you used only the 25 popular
characters. Why do you get different results? What specific difference between the two datasets
explains why your predictions are different?

Hint: If you’re stuck, try printing out each term in the products that you calculate in predict align.
Compare these terms when you input the DataFrame of 25 popular characters and when you input
the larger DataFrame.

Hint: Another way to get started on this is to try other combinations of features as input to
predict align. When using the DataFrame of 25 popular characters, try to find a combination
of features that leads to a different result than you got in part (a).
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