Lecture 2

Empirical Risk Minimization

DSC 40A, Fall 2025



Announcements

e Remember, there is no Canvas: all information is at dsc40a.com.

o Please fill out the Welcome Survey if you haven't already.

: —
Look at the office hours schedulecnglsgeepﬁrugstart regularly attending!

e There are now readings linked on the course website for the next few weeks - read

them for supplementary explanations.
o They cover the same ideas, but in a different order and with different examples.

e Disucssion after lecture today



Agenda

e The constant model.
e Mean squared error.

o Minimizing mean squared error.



T

Question =

Answer at g.dsc40a.com

Remember, you can always ask questions at g.dsc40a.com!
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Due to housing costs, you are living in Orange County and commuting to campus every

2/15/2024 Thu 8.083333 69.0

day.



Goal: Predict your commute time.
That is, predict how long it'll take to get to school.

How can we do this? Learning from data

What will we need to assume? Future commute times are similar to past commute
times.






The constant model

A hypothesis function, H, takes in an x as input and returns a predicted .

The constant model, H (x) = h, has one parameter: h.

Commuting Time vs. Home Departure Time Distribution of Commuting Time
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A concrete example

Let's suppose we have just a smaller dataset of just five historical commute times in
minutes.

y1=72
y2 = 90
y3:61
Yqs = 85
y5:92

Given this data, can you come up with a prediction for your future commute time?
How?
O\V{ro\a,a‘. J 0 Mmex Cownete : 97
Medion : €S v S
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Some common approaches

e The mean:

1
=(72+ 90 + 61+ 85 + 92) =[80

e The median:

61 72 |85 90 92

e Both of these are familiar summary statistics — they summarize a collection of
numbers with a single number.

e But which one is better? Is there a "best" prediction we can make?
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The cost of making predictions
A loss function quantifies how bad a prediction is for a single data point.

e |f our prediction is close to the actual value, we should have low loss.

e |f our prediction is far from the actual value, we should have high loss.

A good starting point is error, which is the difference between actual and
r—q@c twal  owmuie £ime U'lol...v\')

values.
€ — Yi —

Suppose my commute actually takes 80 minutes.

e If | predict 75 minutes: €rror-: B0~ 3FS = S
o If | predict 72 minutes: erver @ IO -+ = \ i‘hii "| o valee
-0 56w
o . . . . -41090 > -qp
If | predict 100 minutes: €7 Mo {o-1 2 - 52' U ar

Myative
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errovr
Squared loss

. . . ¢ )
One loss function is squared loss, Lg,, which computes (actual — ).
Lq(yi, ) = (yi — )2

kneun

Note that for the constant model, H(x;) = h, so we can simplify this to:

Lsq(yi 1) = (yi — 1)’

Nete: (i =h)"= (h-y)”

Squared loss is not the only loss func‘tion that exists! Soon, we'll learn about absolute

loss. ﬂ\atn «ro: O\i(ﬁvl* }[gbL’ U O{Mbl\,h’f not (Alf-r,
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Ley (5, W)= (y-L )"
A concrete example, revisited

Consider again our smaller dataset of just five historical commute times in minutes.
Suppose we predict the median, h = 85. What is the squared loss of 85 for each data
point?
X o - < é
4 — T2 (g, -0 (1n-38)8=160 (]
A 5 ”
p=9  (g-Wr~ Bo-8

ys = 61 (C1-38) = $3¢ Fird o S'h)lﬂ\ numbe

Yqs = 8

ys = 92 (QSJS}‘L =0 -t\\.d- dascr 1'oey é}\.t.
(32-‘{5“)1"‘ 93 /085 for '”\L gN.d\( chon

for e yhole  datuset
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Averaging squared losses

We'd like a single number that describes the quality of our predictions across our entire
dataset. One way to compute this is as the average of the squared losses.

e For the median, h = 85:

%((72 — 85)% + (90 — 85)% + (61 — 85)* + (85 — 85)* + (92 — 85)%) =|163.8

e For the mean, h = 80: \/

%((72 —80)% + (90 — 80)* + (61 — 80)* + (85 — 80)* 4 (92 — 80)*) =[138.8

. l
’ow lQS) }) J@J :
Which prediction is better? Could there be an even better prediction?

\Z() (s N M\‘\'ﬂ/ P"t,o(k‘{';ou 1-‘1““ A
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L: 105! for  on wd i huel W+

Mean squared error R: ik, ovg ls aver all gots
e Another term for average squared loss is mean squared error (MSE).

e The mean squared error on our smaller dataset for any prediction h is of the form:
1
Ry(h) = - ((72 — h)* + (90 — h)? + (61 — h)* + (85 — h)* + (92 — h)?)

R stands for "risk", as in "empirical risk." We'll see this term again soon.

e For example, if we predict h = 100, then:
1
R.,(100) = = ((72 — 100)* + (90 — 100)* + (61 — 100)* + (85 — 100)* + (92 — 100)?)

—[538.8] > R“l@S) > Q‘l/ @o) >

e We can pick any h as a prediction, but the smaller Ry, (k) is, the better h is!

Goa\: \l\ with Smk\\tdl rfsl&
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Suppose Y1, - - - Y, are commute times - which plot could be Rsy(h)?
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Visualizing mean squared error aach g

Ry (W) = +((72 = h)* + (90 — h)* + (61 — b)> + (85 — h)* + (92 — h)*) U * \,J N e
700
600 -
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Ryq(h)
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MSE a\V\)\ R‘I\J \\.l=
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Mean squared error, in general

e Suppose we collect n commute times, y1,Y2, ..., Yn.

e The mean squared error of the prediction A is:

(KS,['(L\ = ’[Ey’LJ '*(31, "‘> + .. *{\jn ’!'\’)%}
2 ~

VL g™ suw 04 Sq/uw\@,‘ lo.ruj

e Or, using summation notation: i

- j;\ Z ( Ye “l\)l
) 5
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The best prediction

MCE

We want the best prediction, h*.

Ryq(h) = . Z(yz —h)?

The smaller Ry, (h) is, the better h is.

Goal: Find the h that minimizes Ry, (h).
The resulting h will be called h*.

How do we find h*?

\) S\\r\J CA\C'U\ l\LS

l

]
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error
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Minimizing using calculus

We'd like to minimize:

In order to minimize Ryq(h), we:
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Minimizing using calculus

We'd like to minimize:

In order to minimize Rg,(h), we:

T Qs (W)=0
k&

1. take its derivative with respect to h,

2. set it equal to 0, {o\V\'\) )\,,\,1,

3. solve for the resulting h*, and

4. perform a second derivative test to ensure we found a minimum.

26



Calculus reminders

e Remember from calculus that:

o if c(z) = a(z) + b(z), then Lc(z) = La(z) + L b(x).

e This is relevant because Ryq(h) = = Y7 ; (y; — h)? involves the sum of n
individual terms, each of which involve h.

e Remember from calculus that:
o %@: nx 1
o L(f(g(x))) = f'(g9(z)) - ¢'(x)
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Step 0: The derivative of (y; — h)?

e To take the derivative of Ry, (h), we'll first need to find the derivative of (y; — h)?.
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T

Question =

Answer at g.dsc40a.com

Which of the following is - Ry, (h)?
e AO
* B> i1y
e C o iy —h)
*D. 230 (yi—h)

E% Z?—l(yim)
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Step 1: The derivative of R (h)

(n M
=2 Z gl W e
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Steps 2 and 3: Set to 0 and solve for the minimizer, h*

n mu bply by
b 0 2500 /D

n e

T
}\:\,,_i\:aa,_ i\\ Z("“tﬂ 9 (:%Z}Jc
(-1 |

=nh
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(=4 n n
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nh Z}j(
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Step 4: Second derivative test
Ryg(h) = £ ((72 = h)* + (90 — h)* + (61 — h)* + (85 — h)* + (92 — h)?)

500

Ry (h)

400+

300+

200+

We already saw that Ry, (h) is convex,
i.e. that it opens upwards, so the h* we
found must be a minimum, not a
maximum.
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The mean minimizes mean squared error!

The problem we set out to solve was, find the A* that minimizes:

qu(h) — i i(yz — h)2

n

The answer is:
h* = Mean(y1,Y2,---,Yn)
The best constant prediction, in terms of mean squared error, is always the mean.

This answer is always unique!

We call h* our optimal model parameter, for when we use:
o the constant model, H(x) = h, and

o the squared loss function, Lgy(y;, h) = (y; — h)?.
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Bonus: the mean is easy to compute

def mean(numbers):
total = ©
for number in numbers:
total = total + number
return total / len(numbers)

e Time complexity O(n)
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Aside: Notation

Another way of writing

1 n
h* is the value of h that minimizes — Z(yZ — h)?

n -

h* is the solution to an optimization problem.

35



The modeling recipe

We've implicitly introduced a three-step process for finding optimal model parameters
(like h*) that we can use for making predictions:
1. Choose a model.

2. Choose a loss function.

3. Minimize average loss to find optimal model parameters.
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Question =

Answer at q.dsc40a.com

What questions do you have?
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Summary

e We started with the abstract problem:
Given historical commute times, predict your future commute time.
e We've turned it into a formal optimization problem:

Find the prediction h* that has the smallest mean squared error Ryq(h) on
the data.

e Implicitly, we introduced a three-step modeling process that we'll keep revisiting:

o |. Choose a model.
o ii. Choose a loss function.

o iii. Minimize average loss, R.

e Ry (h)is an example of empirical risk (average loss) minimizede by the mean.
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