Lectures 8-10

Linear algebra: Dot products and
Projections

DSC 40A, Fall 2025



Agenda
e Recap: Simple linear regression and correlation.
e Connections to related models. <— GLJZ
e Dot products.

e Spans and projections.
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Question =

Answer at g.dsc40a.com

Remember, you can always ask questions at g.dsc40a.com!
If the direct link doesn't work, click the " & Lecture Questions”
link in the top right corner of dsc40a.com.



Dot product: coordinate definition

e The dot product of two vectors u and v in R" is

written as:
— — —T = ~n
U-v=1u'v —:.<U\,\77
e The computational definition of the dot product:

n
u-v= E U;V; = U1V1] + UV2T. .. TURVUp
i=1

e The result is a scalar, i.e. a single number.
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Dot product: geometric definition

e The computational definition of the dot product: (Gl

n
U-v= E U;V; = ULV] + UgVa+. .. +unv,
i—1

e The geometric definition of the dot product:

—

-0 = |lufl|[v]| cos 6

where 0 is the angle between 4 and v.

e The two definitions are equivalent! This equivalence
allows us to find the angle 6 between two vectors.
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Z

Orthogonal vectors 00
Wy 70 il
"
e Since u - v = ||ul|||v]| cos @, if the angle between two vectors is 90° , their dot

e Recall: cos90° = 0.

product is ||ul|||v]| cos 90° = 0.

e |If the angle between two vectors is 90° , we say they are perpendicular, or more
generally, orthogonal.

- —9
e Key idea: VEARY
two vectors are orthogonal <— u-v =0
= O i\
d o 0”‘(3 N
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Exercise

Find a non-zero vector in R? orthogonal to:

o - r
2 - U,
v=|5 W= | U,
=8 L Y
— . ]
0V = AU+ Su, -y =A) Tolode posribelie,
s -
W[; g T S-S 0
O
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Adding and scaling vectors

e The sum of two vectors © and v in R” is the

element-wise sum of their components:

O UER

1

cl

e |f cis a scalar, then:

C ER

Q
Q|

U1 + vq

U9 + V9

| Up + Un

EIR
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Linear combinations

Let V1, Vo, ..., Vg all be vectors in R™.
A linear combination of vy, V9, .., U4 is any vector of the form:

7
a101 + asUa+. .. +ayv4 E //e

I
where a1, as, ..., ag are all scalars. - Z A, \7:
A eR for wull 28(ch >
v, V., , Y, ER
— @}
\/’l - [fé — -
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Span (nY = cv,

o avy € €IR
Span

VZ:*V/\

—_—

5()0\\’\ 2‘77/‘;:, ) = cl
e The span of v1, V9, ..., Vg4 is the set of all vectors that can be created using linear
combinations of those vectors.

e let vy, Uy, .., Vg all be vectors in R™.

e Formal definition:

—

Span(q—;lafl—}% o 7'Ud) = {alal + aoUo+. .. +agvy : A1,02,...,0, € ]R}

L NUNL L@ A -
s 7{ — 1 [Z
/y D

S(U\\r\ (vonow 0\” o b (/21
[ 20 @W‘Q -

35



Exercise

. 2 . —1 S 9], I
Let U1 = [ 3] and let U9 = [ A ] sy = [1] in span(v1, v3)?

/\o’} F AV A HQ//
If so, write y as a linear combination of v and vs. ﬁ
— ) /L L — \ Z o /‘/r \}‘/’
g vy = V,
Vi [3 } b [1 } ‘
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Projecting onto a single vector

e Let z and 7 be two vectors in R™.
e The span of Z is the set of all
vectors of the form:
wT

where w € R is a scalar.

e Question: What vector in span(z)
Is closest to 1/?

e The vector in span(z) that is
closest to 7 is the or*‘l\oyn~l
projection of 1 onto span(x).
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Projection error

e Let e = 1 — wz be the projection
error: that is, the vector that connects
to span(x).
e Goal: Find the w that makes € as short

as possible.
o That is, minimize:

\ —
mi €l
o Equivalently, minimize:

|V — wz|

e |Idea: To make € has short as possible,
it should be orthogonal to wz.
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Minimizing projection error \ et
e Goal: Find the w that makes € = 1y — wx as short as possible.

* Idea: To make € as short as possible, it should be orthogonal to wz.

e Can we prove that making € orthogonal to wz minimizes ||€||?
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Minimizing projection error

e Goal: Find the w that makes € = 1y — wx as short as possible.

e Now we know that to minimize ||e||, € must be orthogonal to wz.

e Given this fact, how can we solve for w?

,_.Q

mn |2 = w1 LU
ELV\IQ é} @‘\U?"‘O
(=) =0 Javide S5
(i X )=0

Koo - (wx) =

Xy oWl K)=0
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Orthogonal projection
e Question: What vector in span(z) is closest to /?
e Answer: It is the vector w*z, where:
T -

- —

L+ L

w* =

e Note that w* is the solution to a minimization problem, specifically, this one:
error(w) = ||€]| = ||y — w|]

e We call w*z the orthogonal projection of 1 onto span(z).
o Think of w*Z as the "shadow" of



Exercise

B 5 - —1
Let a = and b = :
NESEIN

What is the orthogonal projection of @ onto span(b)?
Your answer should be of the form w*b, where w™* is a scalar.

—

42



Moving to multiple dimensions
e Let's now consider three vectors, 7, 1), and 2%, all in R™.
e Question: What vector in span(zZ"), 2(?)) is closest to 1?

o Vectors in spa,n(i’(l), 5:’(2)) are of the form w1ZY + w272, where w1,
ws € R are scalars.

e Before trying to answer, let's watch »& this animation that Jack, one of our tutors,
made.

wy = —0.33, wy = +0.87

.f(l)




