P5C oA

Wumﬁc/ Foundeahony of [y Serevee

UL

4 .(l’,n out \S\ET
LHV Jue Vedndyy
ik F‘;’\'\\ }?J\\sﬁc,s o\l Lo Sm'\’ Moa ﬂfj




Remember, you can always ask questions at
g.dsc40a.com!
If the direct link doesn't work, click the "Lecture
Questions" link in the top right corner of dsc40a.com.




e C(Classification is the problem of predicting a categorical
variable.

e The Naive Bayes algorithm gives a strategy for classifying data
according to its features.

e Itis naive because it relies on an assumption of conditional

independence of the features, for a given class.



e Bayes’ Theorem shows how to calculate P(class | features).

P(features|class) * P(class)
P(features)

P(class|features) =

e Rewrite the numerator, using the naive assumption of conditional
independence of features given the class.
e Estimate each term in the numerator based on the training data.

e Select class based on whichever has the larger numerator.



Color Softness | Variety  Ripeness | You have a firm green-black Zutano
bright green firm Zutano unripe avocado. Based on this data, would you
Breen-biack]. | medium | Hass fipe predict that your avocado is ripe or
ipe?
purple-black firm Hass ripe IRl
green-black medium Hass unripe P(class|featu e P(features|class *M
. i E P(features) | 0.
purple-black soft Hass ripe )( ] G.rm )
l'"(@{, Tutae M‘hvxu
bright green firm Zutano unripe l "“‘6 z‘
Co"al‘hv‘“
green-black = | soft Zutano ripe
purple-black soft Hass ripe \Clrmlr'?() Pbk r'g‘) P( 'twh‘m IV'/”‘)
green-black soft Zutano ripe 1 S
31
green-black firm Hass unripe
~ 12 6
purple-black medium Hass ripe P(flﬂl‘ l’ﬂem"‘QDC 233 %: 539
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bright green | firm Zutano unripe avocado. Based on this data, would you
greenblack | medium | Hass fipe predict that your avocado is MPe OF
0 0

. . unripe’ [
purple-black firm Hass ripe y/
green-black medium Hass unripe ? (Al@)t ] - p(A (B> /J- { —P(A\ I@)
purple-black | soft Hass ripe Assuming conditional independence of
bright green firm Zutano unripe features given the class, calculate
green-black - o fipe P(firm, green-black, Zutano | unripe).

A 0O ( .
purple-black soft Hass ripe B 1/4 P('F?rml 3’0/}(4']'“‘0 "’}()
green-black soft Zutano ripe C. 3/16

- - 2. 1 - (7317217 5" lrige)
green-black firm Hass unripe -1 ) 21 '?(-&hw ripe
purple-black medium Hass ripe




Color Softness  Variety | Ripeness | You have a firm green-black Zutano
bright green firm Zutano unripe avocado. Based on this data, would you
greenblack | medium | Hass fipe predict that your avocado is ripe or
inpe?
purple-black firm Hass ripe unrlpe ]
green-black medium Hass unripe P( cla,ss|features) — P(features|class *MQI&SS
purple-black soft Hass ripe P(features)
bright green firm Zutano unripe .
f(-ﬁ'rv\’uv\rirx) P()L lU““@—&> -f (2u’l‘a no \ uv‘rqu,)
green-black soft Zutano ripe
purple-black soft Hass ripe - _:Z_ y -E/ ‘ 2/
. q q y7
green-black soft Zutano ripe M,
green- firm Hass unripe P(UM-{@&) = (;{ ':\/)VNW\U‘MLN"I 2 ﬁ,__ } >_6_
. . 1 © o "y g
purple-black medium Hass ripe {




e Bayes' Theorem shows how to calculate P(class | features).

P(features|class) * P(class)
P(features)

P(class|features) =

e Rewrite the numerator, using the naive assumption of conditional
Independence of features given the class.

e Estimate each term in the numerator based on the training data.

e Select class based on whichever has the larger numerator.



e How can we use naive Bayes to classify text?



Naive Bayes Classifier for Text
Classification




Text classification problems include:

e sentiment analysis
o positive and negative customer reviews
e determining genre
o news articles, blog posts, etc.
e email foldering
o promotions tab in Gmail
e spam filtering o
o separating spam from ham (good, non-spam email)




Represent an email as a vector or array of features

(X1! X2y X35 «en s Xn)

where i is an index into a dictionary of n possible words, and

x;=1if word /is present in the email 7 1. 4.+ \aviable
X; = 0 otherwise



Called the “bag of words” model:
Ignores location of words within the email, and the frequency of words
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P(features|class) * P(class)
P(features)

|P(class|features) |=

To classify an email, we will use Bayes’ Theorem to calculate the probability of it

belonging to each class: ;

<
P(spam | features) and P(ham | features)
>

Then choose the class according to the larger of these two probabilities.



|P(features|class)|* [P(class)]
P(features)

P(class|features) =

Observe: the formulas for P(spam | features) and P(ham | features) have the
same denominator, P(features).

We can find the larger of the two probabilities by just comparing numerators.

P(features | spam)*P(spam) vs. P(features | ham)*P(ham)



g
P(class| fé‘; tures) — |P(features|class)|* [P(class)]

P(features)
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To use Bayes’ Theorem, need to determine four quantities:

P(AIB) « p(ALB) #4 (nkrea¥ sy

i. P(features | spam) Which oflthfase probabilities should add to 17?
ii. P(features | ham) AL

iii, v
iii. P(spam) ~/— ’
jv. P(ham) P(B)+p(0)-1 - both A and B

)Z. neither A nor B




+ spam emails in training

parameter: P(spam) estimate: , >
size of training set

'_.’/A) LoUnm "th

# ham emails in training set
size of training set

parameter. P(ham) estimate:

P(features | spam)
P(features | ham)

harder to estimate




To estimate P(features | spam) and P(features | ham), we assume that the
probability of a word appearing in an email of a given class is not affected by
other words in the email.

P(x,=0 and x,=7 and x5=7 and ... | spam) = <——assumed equal

P(x,=0 | spam)*P(x,=1 | spam)*P(x5=1 | spam)*...

Is this a reasonable assumption? )|, / N b e vt given L)avm/.s'vaw
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P(x,=0 and x,=7 and x5=7 and ... | spam) = «—— assumed equal

| P(x,=0 | spam)}P(x,=1 | spam)*P(x;=1 | spam)*...
Mcdkh‘l"hﬁ

parameter: P(x;=0 | spam) word 4 doesy' f opperT M cpam

estimate: # spam emails in training set not containing the first word in the dictionary

# spam emails in training set



P(x,=0 and x,=7 and x5=7 and ... | spam) = «—— assumed equal

P(x,=0 | spam)*[D(x2=1 | spamj*P(x3=1 | spam)*...

N |
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estimate: # spam emails in training set not containing the first word in the dictionary
# spam emails in training set



P(x,=0 and x,=7 and x5=7 and ... | spam) = «—— assumed equal

P(x,=0 | spam)*P(x,=1 | spam)*F(x3=1 | spam]*...

\,\/om( g mffeo\rei /h £/N\~

parameter: P(x 1=4 | spam)

estimate: # spam emails in training set not containing the first word in the dictionary
# spam emails in training set

Can term-by-term estimate P(featuresjclass)



Bayes’ Theorem shows how to calculate P(spam | features) and P(ham | features).
LoA«kl"l"lbn@' 1\1\(.04.( ?r:’or‘

P(features|class) * P

P(class|features) = @

Rewrite the numerator, using the naive assumption of conditional independence of
words given the class.

class)

Estimate each term in the numerator based on the training data. bj Countih D

Select class based on whichever has the larger numerator.




(ﬂ-_ﬁrd\.ﬂ\b
e features are pairs (or longer sequences) of words rather than individual words

o better captures dependencies between words
o less naive
o much bigger feature space

m n words — n? pairs of words

e features are the number of occurrences of each word
o captures low-frequency vs. high-frequency words

e smoothing
o better handling of previously unseen words



P(x,=0 and x,=7 and x5=7 and ... | spam) =

Dictionary
1. a

. aardvark
. abacus

. abandon
. abate

P~ WON

O

//#’P“‘”“

-0

P(x,=0 | spam)*P(x,=1 | spam)*P(x5;=1 | spam)*...

A. P(features

. P(features
C. P(features
D. P(features

Suppose you are classifying an email containing the word
“abacus,” which does not appear in any emails in your
training data. For this new email’s features, what is
P(features | spam) according to a naive Bayes classifier?

spam) = undefined
spam) =0

spam) = 1/n
spam) = 1




# howm

P(x,=0 and x,=7 and x;=7 and ... | ham)= —  *~——
P(x,=0 | ham)*P(x,=1 | ham)*P(x5;=1 | ham)*...

Dictionary
1. a

. aardvark
. abacus

. abandon
. abate

OB~ WODN

Suppose you are classifying an email containing the word
“abacus,” which does not appear in any emails in your

. P(features
@ P(features
C. P(features
D. P(features

training data. For this new email’s features, what is
P(features | ham) according to a naive Bayes classifier?

ham) = undefined
ham) =0

ham) = 1/n

ham) = 1
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P(features | spam) = 0 and P(features | ham) =0

Tiebreaker: randomly select one of the classes?



P(features | spam) = 0 and P(features | ham) =0

Tiebreaker: randomly select one of the classes?

Better solution: make sure probabilities can’t be zero

Key idea: just because you've never seen something happen doesn’t mean it's
impossible — s,k it a swll preb event



# Spam = Hspam < Moothng Without With
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5m0°",'\\|'b Conditional Pﬂol

parameter: P(x=1 | spam)
estimate: Without
#spam containing word i | Ol_l
#spam containing word i + #spam not containing word i Smoothing
Q & WA nver 0p pLath
— .
(#spam containing word i) + 1 With

(#spam containing word i) + 1 + (#spam not containing word i) + 1~ Smoothing

- #lpaw todtatning werd ) 4
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Similarly for other parameters P(x;=0 | spam), P(x=1 | ham), P(x,=0 | ham).




am with obacuws - B 4

,#aha»w\ wih abocus+4 + H#ham  Wthout Ab(l\cbj -4 Hlho +2

P(x,=0 and x,=1 and x;=7 and ... | ham) = oty probbitsy

Dictionary
1. a

. aardvark
. abacus

. abandon
. abate

AP~ WON

P(x,=0 | ham)*P(x,=1 | ham)*P(x5;=1 | ham)*...

Suppose you are classifying an email containing the word
“abacus,” which does not appear in any emails in your
training data. What is P(x;= 1 | ham) according to a naive
Bayes classifier with smoothing?

A. P(x3=1|ham)=0

B. P(xs=1|ham)=1/2

C. P(xs= 1| ham) = 1/(total #ham(*1)
@P(X3=1 | ham) = 1/(total #ham Condidioned on hem

E. P(xs= 1| ham) = 1/(total #ham + tota>1§pam+ 2)




Suppose your training set includes only six emails, all of
£ ondhi s which are ham. For a new email, how will we estimate P(ham)
#haw\zéh without smoothing? with smoothing?
A. P(ham) =0 P(ham) = 1/8
B. P(ham) =0 P(ham) = 6/7
bhtt  Uh 453 P(ham) = 1/8
Ok -+ : P(ham) = 6/7
] P(ham) = 7/8
a|most Pfi
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\,/Q\MIL hort b—{\v&g W \f\w"\ Ufhuvv\ ~A ﬁ: 5rwu “+A (&7 3
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Suppose your training set includes only six emails, all of

without smoothing? with smoothing?

A. P(ham) =0 P(ham) = 1/8
B. P(ham) =0 P(ham) = 6/7
C. P(ham) =1 P(ham) = 1/8
D. P(ham) =1 P(ham) = 6/7
E. P(ham) =1 P(ham) = 7/8

which are ham. For a new email, how will we estimate P(ham)

s it still true that P(ham) + P(spam) = 1 with smoothing?

_ ’H:prfh -\ - __/l______ _ 4 1
P épdwk>‘ h*cp;w 1 +ham +1 Fham +2 ) 1 M




e The Naive Bayes algorithm is useful for text classification.

e The bag of words model treats each word in a large dictionary
as a feature.

e Smoothing is one modification that allows for better predictions

when there are words that have never been seen before.



