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Announcements

• Remember: classes are now in-person! Come to class in-person (Center Hall 218) 
OR via Zoom (link on the course website). 

• Office hours right after lecture will be in the lecture room (Center Hall 218) + 
Zoom as well. 

• Friday office hours (3:30-4:30PM) will be remote only. 

• Homework 5 will be released by tomorrow, and will be due Sunday, February 
13th at 11:59PM. 

• Make sure to read homework solutions (posted on Campuswire)!
→ up until homework
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Agenda

• Brief recap: Galton’s development of regression. 

• Origins of probability. 

• The Lady Tasting Tea: An early hypothesis test by Fisher. 

• Gauss’ development of the Normal distribution.



Galton



Heights

• One trait Galton was interested in studying was the difference in heights 
between parents and their children. 

• He defined a new quantity, “midparent height”, as being the average of a child’s 
mother’s and father’s heights, after the mother’s height was multiplied by 1.08. 

• He also multiplied the heights of daughters by 1.08. 

• After collecting data, he estimated that the correlation between the deviations 
of midparent heights and the deviations of child heights was .
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Regression to the mean

• The effect that Galton observed was that children tended to have heights that were closer to 
average than their parents. 

• Tall parents tended to have children that were still tall, but closer to the average child’s height. 

• Short parents tended to have children that were still short, but closer to the average child’s 
height. 

• The same effect holds true in the opposite direction – remember, the correlation coefficient is 
symmetric! 

• He called this “reversion to the mean”, and later “regression to the mean”. 

• The presence of regression to the mean depends on random variability in the distributions from 
which observations are drawn.
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Galton’s successor: Karl Pearson

• Karl Pearson (1857-1936), a British statistician, was one of Galton’s disciples. 

• He was also a stauch eugenicist. 

• He further developed the theory of correlation, and defined the correlation 
coefficient as we know it now. 

• He founded the world’s first Statistics department, at University College London, in 
1911. 

• Started as part of UCL’s Eugenics department. 

• Fun fact: UCSD has the world’s first Cognitive Science department!
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Probability



Reflection

• By now, it should be clear that when it is said that one or two people “invented” 
a field, they were just among the more prominent individuals in defining the 
field – they did not create it from scratch. 

• Newton and Leibniz did not create calculus from scratch. 

• Gauss and Legendre did not create least squares from scratch. 

• The same idea holds true with probability. 

• Pierre de Fermat and Blaise Pascal are known as the “founders” of probability, 
but they are far from being the only individuals to contribute to the field.



Mentions of chance in the Bible (Old Testament)

“By chance I happened to be on mount Gilbo’a (2 Samuel 1:6).” 

“Now there happened to be there a worthless fellow (2 Samuel 20:1).” 

“A certain man drew his bow at a venture and struck the King of Israel (1 Kings 
22:34, 2 Chronicles 18:33).”

Source: https://arxiv.org/pdf/1802.09966.pdf



Origins of randomness

• There is evidence that humans relied on 
randomness thousands of years ago. 

• “Casting lots” refers to the act of 
generating some random result (e.g. 
rolling a die) and interpreting the result as 
being the will of God. 

• Gambling as a past-time dates back 
thousands of years.1

1. https://www.britannica.com/topic/gambling/History

Early dice made of animal bones. (source)



Fermat and Pascal

• While gambling is thousands of years old, the mathematical study of gambling is 
more recent, and catalyzed by a discussion by Fermat and Pascal. 

• Recall, Pierre de Fermat (1601-1665) was a French lawyer, who is known for 
several results in number theory but also developed the method of adequality, 
a precursor to calculus. 

• Blaise Pascal (1623-1662) was a French philosopher, physicist, and 
mathematician. 

• Among other things, he is known for Pascal’s triangle (though he was not the 
first to discover it).
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Problem of Points

• Consider the following scheme, discussed by several Italian (Pacioli, Cardano, Tartaglia) 
and French (de Mere) mathematicians: 

• Player A and Player B decide to flip a fair coin repeatedly. 

• If heads, Player A earns a point. If tails, Player B earns a point. 

• The first to earn 10 points wins a prize of $100. 

• Now, suppose the players are forced to stop playing when Player A has 8 points and 
Player B has 7 points. 

• Question: How should the prize money be divided amongst the two players? !



Problem of Points: possible solutions

• Possible solutions: 

• The player who is closer to winning should take all of the money. 

• (Pacioli) The money should be allocated according to the proportion of points won per player.1 

• e.g. If A won 8 points and B won 7 points, A should take  of the prize money. 

• (Tartaglia) Let  be the ratio of the two quantities defined below. The player closer to winning takes 

 of the prize money, and the losing player takes the rest. 

• Numerator: The difference between the winning player’s points and the losing player’s points, and 

• Denominator: The target score (10 in our example).
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Fermat and Pascal’s correspondence

• In a series of letters to one another, Fermat and Pascal thought of a new way of splitting up the 
prize money. 

• Suppose again that Player A has 8 points, Player B has 7 points, and they are playing until 10 
points. 

• In this scenario, no matter what, the game would end after 4 more rounds if they were 
allowed to continue playing (it may have even ended sooner!). 

• Fermat’s Idea: consider all possible outcomes for the remaining 4 rounds, and count the 
proportion of them in which Player A wins.  

• That is the chance that Player A would win if the game were to continue, and that is the 
proportion of the prize money Player A should take.
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Player A: 8 points – needs 2 points (heads) to win 

Player B: 7 points – needs 3 points (tails) to win 

Target: 10 points
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The strategy

• If Player A is  points from winning and Player B is  points from winning, then 
at most, the game will last  more rounds. 

• There are  possible outcomes. 

• How many result in a win for Player A?

a b
a + b − 1

2a+b−1
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Aside: combinatorics

Recall from Homework 4,  represents the number of ways of selecting  

“successes” from  trials.
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Back to the strategy
Player A needs a or more heads to win

Player B needs a -1 or fewer
heads to win
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The result

• We’ve now determined, as Fermat and Pascal did, that if Player A needs  points to 
win and Player B needs  points to win, that the probability that Player A would win if 
the game continued is 

 

• What made this result revolutionary is that it inferred about what was likely to 
happen in the future, rather than depending solely on the past. 

• Let’s implement this rule – and approximate it using a simulation – in a Jupyter 
Notebook.
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The Lady Tasting Tea



Fisher

• Sir Ronald Fisher (1890-1962) was a British statistician. 

• Was the “Galton Chair of Eugenics” at UCL, and was an 
editor of The Annals of Eugenics. 

• He is credited for popularizing the idea of a p-value, and 
in particular the 5% cutoff for statistical significance. 

• One of the earliest documented examples of the use of a 
null hypothesis and a p-value comes in a story by Fisher 
known as “The Lady Tasting Tea”, which he published as 
part of his book “The Design of Experiments.”
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The Lady Tasting Tea

• The story goes as follows: 

• One afternoon (in Britain), a woman claimed to be able to distinguish between 

• Tea where the milk was poured before the tea (milk-first), and 

• Tea where the tea was poured before the milk (tea-first) 

• Fisher thought of an experiment, where he would 

• Prepare 8 cups of tea, 4 milk-first and 4 tea-first, and 

• Ask the woman to pick out the 4 that were milk-first. 

• Issue: Even if the woman is guessing, she may correctly identify some cups due 
to random chance.



The setup

• Null Hypothesis: The woman is guessing at random and can’t actually tell the 
difference between milk-first and tea-first tea. 

• There are 70 possible ways in which we can choose 4 cups of 8 to be milk-first. 

• Using combinatorics, we can determine the probability that the woman 
correctly identifies 0, 1, 2, 3, or 4 milk-first teas, under the assumption that she 
is guessing at random. 

• If we were to perform the experiment, we could then compute a p-value, and 
compare it to the cutoff 0.05.
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Relevant probabilities
M-_milk -first, 7- tea -first
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Relevant probabilities
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Conclusion

• If the woman is guessing at random, there is only a  chance that she correctly 

identifies all 4 milk-first cups. This is below the 0.05 cutoff, so in this case we’d reject the null 
hypothesis. 

• Similarly, if she is guessing at random, there is a  chance that she 

correctly identifies 3 or more milk-first teas. This is above any reasonable cutoff, so we’d fail 
to reject the null. 

• The small sample size makes it hard to base conclusions on these results. (What if she can 
actually tell the difference, but just happened to make a mistake?) 

• The legend says that she correctly identified all 8 cups! ☕

1
70 ≈ 0.0143

1 + 16
70 = 17

70 ≈ 0.2429



The “normal” distribution



Gauss and least squares

• Recall from Lecture 4: one of the key differences between the approaches to least squares by 
Gauss and Legendre was that Gauss linked the theory of least squares to probability theory. 

• Specifically, he posed the least squares model where 

 

where  is a random variable that follows the following error distribution: 

 

• Where did this distribution come from? !

yi = a + bxi + ϵi

ϵi

ϕ(x |μ, σ) = 1
2πσ2

e− (x − μ)2
2σ2(
probability density function



Criteria for the Gaussian distribution

• Gauss described that the distribution of errors 
should satisfy three criteria: 

1. Small errors are more likely than large errors. 

2. For any real number  the likelihood of errors 
of magnitude  and  are equal. 

3. In the presence of several measurements of 
the same quantity, the most likely value of the 
quantity being measured is their average. 

• We will now derive the Gaussian distribution using 
just these three criteria. (Buckle up!)
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Summary, next time



Summary, next time

• Fermat and Pascal’s discussion regarding the Problem of Points helped establish the field of probability. 

• Fisher’s “The Lady Tasting Tea” is an early example of hypothesis testing and, in particular, calculating a 
p-value. 

• Gauss derived the Gaussian distribution (later referred to by Quetelet as the Normal distribution) by 
using just three key properties. 

• Next three classes: 

• Data visualization. 

• Computers. 

• Machine learning.


